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Utilizing common linguistic patterns, we exiract w— vizwiz
new statements and preconditions from existing

captions.

Here, we focus on learning the preconditions of
general statements.

Statement:
| would love to go for aride in my new car

The dog has an owner  ENABLES The dog is a pet
The dog is wild DISABLES The dog is a pet
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Caption:
| would love to go for aride in my new car,

. . except someone destroyed the door last night! Labeling Function
Contribution

Average Perplexity of Matches Perplexity vs Human Rating
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We provide a visio-linguistic dataset for multimodail

models, consisting of precondition-statement pairs Precondition-Caption Similarity

along with images fto help contextualize their
relationship. Using existing preconditions, we find images that

have been labeled with similar captions.

dnli winoventi

cq

o
»
|

Perplexity

atomic
o
w

0.30 0.26 0.28

anion
\

® anion
e atomic

| | 1
cc12m mscoco vizwiz g

Statement: T R"2 = 0.28
Apples are edible
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the traffic is stopping the person scolded by professor (0.32,0.42] 350 316 292
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the biker can cross the person keeps their mouth shut
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Image Querying B -

(0.0025, 0.11]

R™2 = 0.51

Using existing preconditions, we query directly for
Images using tools such as search engines.
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Statement:

It is hot in the summer ot o el S N eXII' S-I-e ps

Precondition:

the st%rlc-;:::Ecs:losed the person wanl:;fBll-eIE:rn how to drive You are in Antarctica b_ T‘ = = e Refine approaches to generate cleaner data.

the person goes to the store one day the person buys a car

e Evaluate the quality and utility of our dataset.




